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Plan

Space debris problematic
Forces
Gravitational resonances
Solar radiation pressure (SRP)
Shadowing effects
Lunisolar resonances
Numerical integrations
Chaos
Atmospheric drag
Other aspects : rotation, Yarkovsky, synthetic population

Post-doc : Deleflie and Casanova, and Phd : Valk, Delsate,
Hubaux, Petit and Murawiecka
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principles

Analytical formulations : toy models
Analytical formulations : algebraic manipulator
Numerical integrations : for short or long periods of time
Semi-analytical : resonant or not (STELA)
NIMASTEP (Delsate and Compère + Petit)

Choice of the integrator (fixed or variable step) and the
perturbations (with shadows)
Addition of atmospheric drag + parallel

SYMPLEC : symplectic integrator (Hubaux)
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Symplectic integrator : Hubaux

Two separate parts in the dynamics A and B : 1/2 step with one, 1 step with the
second, 1/2 step with one.
Most classical : SABA, SBAB (Laskar and Robutel)
Time dependent perturbation - 500 years - ephemerides Sun
Different orders : 2, 4, 6, 8

H(~v ,Λ,~r , θ) = HK (~v ,~r) + HRot (Λ)+Hgeo(~r , θ) + H3B(~r , θ) + HSRP(~r , θ) = A(~v ,~r ,Λ)+B(~r , θ)

Chapter 2 • Integrator |29
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Figure 2.2 • Maximum relative errors in energy (top) and CPU times (bottom)
for different integrator orders, as a function of the time step. Initial conditions
are a = 42164.140 km, e = 0.1, i = 0.1 rad, ⌦ = ! = M = 0 rad and the initial
JD is 2455194.5 days. The model includes the geopotential up to degree and order
4. The integration has been performed on a time span of 500 years.
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JD is 2455194.5 days. The model includes the geopotential up to degree and order
4. The integration has been performed on a time span of 500 years.
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Symplectic integrator

Compared with a test symplectic integrator of ESOC : LTOP
Chapter 2 • Integrator |37
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SBAB4 LTOP

Figure 2.7 • MEO debris orbital evolution obtained with SBAB8 (in blue)
and LTOP (in red). Initial conditions are a = 26561.50234949912 km, e =
0.00450962279279, i = 0.966840549730 deg, ⌦ = 1.38509409064 deg, ! =
0.948470412222 deg and M = 5.34171486198 deg. Time steps used with SBAB4

are equal to 0.1 day/2⇡. The AMR has been fixed to 0.01205276 m2/kg.

geopotential up to degree and order 20, luni-solar perturbations and SRP (AMR
equal to 0.001 m2/kg) with shadows. More details about it are given in Chap. 3.
Note that the small AMR makes Earth’s shadows nearly insignificant in this sim-
ulation. The initial JD is 2448135.5 days. The agreement between both orbits
is excellent. Only a small shift is visible at the end of the time interval for the
inclination. That could arise from a slightly different AMR. One should also keep
in mind that TLE are mean elements that might also present some uncertainties
in their determination (see e.g. Flohrer et al. 2009).
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Symplectic integrator
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Symplectic integrator

Yoshida 1990 
S4, S6

H(p,q) = A(p,q) + B(p,q) 
Φ = A + B + O(τn+1)

Chapter 2 • Integrator |13

2.1.1 Explicit symmetric high order symplectic integrators

Combining ~p and ~q into a single vector

~x =

✓
~p
~q

◆
2 2N ,

equations of motion (2.1) (also called Hamiltonian vector field) can be written as

~̇x = LH~x = {H, ~x} =
NX

j=1

✓
@H
@pj

@~x

@qj
� @H
@qj

@~x

@pj

◆
.

The operator LH• is used as another notation for Poisson brackets {H, •}. The
solution of this differential equation can be formally expressed as

~x(t) = e⌧LH~x(t0) =

1X

j=0

⌧ j

j!
Lj

H~x(t0) (2.2)

where t0 is the initial time, t is the time where ~x needs to be evaluated and
⌧ = t � t0. Families of symplectic integrators that will be used afterwards are
nothing but approximations of the exponential operator appearing in eq. (2.2).

From now on, let us assume that the Hamiltonian H can be split into two
integrable parts

H(~p, ~q) = A(~p, ~q) + B(~p, ~q).

If ⌧ is small enough, an approximation of the solution (2.2) at order n will be
found if we are able to define two sets of real coefficients

(c1, c2, ..., ck) and (d1, d2, ..., dk) (2.3)

such that

e⌧LH~x(t0) = e⌧LA+B~x(t0)

= e⌧(LA+LB)~x(t0)

=
kY

j=1

ecj⌧LAedj⌧LB~x(t0) + O(⌧n+1)

=: Sn(⌧)~x(t0) + O(⌧n+1). (2.4)

That means that we exactly evaluate E where

E = A + B + O(⌧n+1). (2.5)
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=: Sn(⌧)~x(t0) + O(⌧n+1). (2.4)

That means that we exactly evaluate E where

E = A + B + O(⌧n+1). (2.5)

Use of several symplectic integrators  

H(p,q) = A(p,q) + ε B(p,q) 
Φ = A + ε B + O(τ2n ε + τ2 ε2)

Laskar and Robutel 2001 
SABA4, SABA6, SABA8, SABA10
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Symplectic integrator16| Long term dynamics of space debris orbits

this, the CBH formula is used and the existence of the small parameter is taken
into account. Four classes of symmetric symplectic integrators are presented:

SABA2n(⌧)

= ec1⌧LAed1⌧L"B ...ecn⌧LAedn⌧L"Becn+1⌧LAedn⌧L"Becn⌧LA ...ed1⌧L"Bec1⌧LA

SABA2n+1(⌧)

= ec1⌧LAed1⌧L"B ...ecn+1⌧LAedn+1⌧L"Becn+1⌧LA ...ed1⌧L"Bec1⌧LA

SBAB2n(⌧)

= ed1⌧L"Bec2⌧LAed2⌧L"B ...ecn+1⌧LAedn+1⌧L"Becn+1⌧LA ...ed2⌧L"Bec2⌧LAed1⌧L"B

SBAB2n+1(⌧)

= ed1⌧L"Bec2⌧LA ...edn+1⌧L"Becn+2⌧LAedn+1⌧L"B ...ec2⌧LAed1⌧L"B

Coefficients ci and di are given in Laskar and Robutel (2001). The algebraic
equations developed to compute these values become trickier as the order of the
integrator increases. Hence the coefficient values are given in the form of ana-
lytical formulae for the first orders and of figures with 36 significant digits for
the higher orders. As the approximation error depends on the small parameter
", these classes of integrators are well suited for Hamiltonian systems that are
perturbations of integrable ones.

In the following, both families of integrators will be considered. In particular,
S2, S4 and SABA2, SABA4, SABA8, SABA8 and SBAB4 will be extensively used.

2.1.2 Implementation

In order to illustrate the implementation of the integration process, let us consider

SABA2(⌧) = ec1⌧LAed1⌧L"Bec2⌧LAed1⌧L"Bec1⌧LA .

Starting from ~xk := ~x(tk), one obtains

~xk+1 = SABA2(⌧)~xk

tk+1 = tk + ⌧

Laskar & Robutel, CeMDA, 2001 
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Symplectic integrator
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Hence, at each time step, one needs to compute

~xk1
= ec1⌧LA~xk

~xk2 = ed1⌧L"B~xk1

~xk3
= ec2⌧LA~xk2

~xk4
= ed1⌧L"B~xk3

~xk+1 = ~xk5 = ec1⌧LA~xk4

tk+1 = tk + ⌧.

That requires three evaluations of the exponential operator eci⌧LA and two
evaluations of edi⌧L"B , meaning that one must solve three times equations of
motion associated to the A-part and two times equations of motion for the B-
part of the Hamiltonian. In particular, these evaluations are easy if we assume
that H can be split into two separate integrable parts which depend only on either
momenta or coordinates

H(~p, ~q) = A(~p) + "B(~q).

Then, in order to compute ec1⌧LA~xk, equations of motion are written as

⇢
~̇pk1

= �c1
~r~qA(~pk) = 0

~̇qk1 = c1
~r~pA(~pk)

The ~r~qf symbol denotes the gradient vector containing derivatives of f with
respect to each element of ~q. Hence,

✓
~pk1

~qk1

◆
= ec1⌧LA

✓
~pk

~qk

◆
=

✓
~pk

~qk + c1⌧ ~r~pA(~pk)

◆
.

Similarly, applying ed1⌧L"B~xk1
requires to solve the following equations of motion

⇢
~̇pk2

= �d1"~r~qB(~qk1
)

~̇qk2
= d1"~r~pB(~qk1

) = 0

It follows that

✓
~pk2

~qk2

◆
= ed1⌧L"B

✓
~pk1

~qk1

◆
=

✓
~pk1 � d1"⌧ ~r~qB(~qk1)

~qk1

◆
.
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Symplectic integrator
Chapter 2 • Integrator |29
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Figure 2.2 • Maximum relative errors in energy (top) and CPU times (bottom)
for di�erent integrator orders, as a function of the time step. Initial conditions
are a = 42164.140 km, e = 0.1, i = 0.1 rad, � = � = M = 0 rad and the initial
JD is 2455194.5 days. The model includes the geopotential up to degree and order
4. The integration has been performed on a time span of 500 years.
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4. The integration has been performed on a time span of 500 years.

Implementation of several cases 
up to order 10
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Symplectic integrator

LTOP 
SBAB4 

200 years 

LTOP =  
Symplectic integrator of ESA 
(non public, Yoshida type)
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Symplectic integrator

stepsize for NIMASTEP = 1152 s
 stepsize for NIMASTEP = 1004 s  
stepsize for NIMASTEP = 864 s 
stepsize for NIMASTEP = 432 s     

Stepsize for SABA4 = 4 hours
= 14 400 s

Comparisons with 
non symplectic 
integrators   

Hubaux et al,  ASR, 2012 
Delsate and Compère, A&A, 2012

NIMASTEP ABM 10 
Adams - Bashforth - Moulton 
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Symplectic integrator

OBSERVATIONAL DATA ETALON 1

21

Geopotential  
up to degree and order 20  

SRP (A/M = 0.001 m2/kg 
+ conical shadows  

Sun and Moon 

motion of a TLE - MEO  
integration with SABA4 
and by Rossi’s software 

12 YEARS 
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SRP and shadowing effects

Passage in the Earth’s shadow

46|
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Figure 3.2 • Geometric description of angles, vectors and frames used to determine when debris enter and exit Earth’s
cylindrical umbra. Inspired from Valk and Lemaitre (2008)Anne LEMAITRE Space debris



Smooth Shadowing effects

44| Long term dynamics of space debris orbits
36| Long term dynamics of space debris orbits including Earth’s shadows
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Figure 3.1 • Top panel: cylindrical Earth shadow with solar rays assumed to be
parallel when reaching the Earth. Bottom panel: Umbra-penumbra model including
partial eclipses. Angles � and � give the geometric difference between both cylindrical
and conical models.

A first approximation of Earth’s shadows consists in modelling it as simple cylinder.
In this case, the Sun is assumed to be infinitely far away from the Earth and the solar
rays are supposed to be parallel. The geometry of this problem is illustrated in Fig.
3.1 (top). However, a more realistic model includes the penumbra transitions which let
us model partial eclipses (see Fig. 3.1, bottom). In this case, the distance to the Sun
and diameters of both Earth and Sun have to be considered to compute the amount
of sunlight actually reaching space debris.

The idea of the introduction of a continuous shadow function equal to one in
direct sunlight and zero otherwise has first been proposed in [Ferraz-Mello, 1964]
and [Ferraz-Mello, 1965]. This function depends on the angle formed by the geo-
centric Cartesian position of space debris and the dark pole of the Earth’s terminator.
Another approximation of the same shadow function has been proposed later on in
[Lála and Sehnal, 1969]. Then, a way of computing shadow entry and exit anoma-
lies along the orbiting objet path has been proposed in [Escobal, 1976]. It has to
be noted that, with such approximations, only cylindrical shaped Earth’s shadows
could be modeled. Hence, these solutions have been improved further in order to
take into account penumbra transitions. For example, umbra and penumbra cone
boundaries have been computed in [Escobal, 1976]. Other detailed studies exist. For
example, penumbra transitions and several physical atmospheric processes have been
added in [Vokrouhlický et al., 1993] to provide a realistic shadow crossing model. In
particular, it has been shown that the refraction phenomena could be taken into ac-
count when modelling the penumbra transition curve. Faced with the complexity
of its implementation in our symplectic algorithm, it has been decided to neglect
this effect. The theory in [Vokrouhlický et al., 1993] being really time consuming,
an approximate version has been presented in [Vokrouhlický et al., 1994a]. Penum-
bra phenomena induced by the SRP from the Earth-reflected sunlight have also been
studied in [Vokrouhlický et al., 1994b], leading to the conclusion that these effects

Figure 3.1 • Top panel: cylindrical Earth shadow with solar rays assumed
to be parallel when reaching the Earth. Bottom panel: Umbra-penumbra model
including partial eclipses. Angles ↵ and � give the geometric difference between
both cylindrical and conical models.

A first approximation of Earth’s shadows consists in modelling it as simple
cylinder. In this case, the Sun is assumed to be infinitely far away from the Earth
and the solar rays are supposed to be parallel. The geometry of this problem
is illustrated in Fig. 3.1 (top). However, a more realistic model includes the
penumbra transitions which let us model partial eclipses (see Fig. 3.1, bottom).
In this case, the distance to the Sun and diameters of both Earth and Sun have to
be considered to compute the amount of sunlight actually reaching space debris.

The idea of the introduction of a continuous shadow function equal to one in
direct sunlight and zero otherwise has first been proposed in Ferraz-Mello (1964)
and Ferraz-Mello (1965). This function depends on the angle formed by the
geocentric Cartesian position of space debris and the dark pole of the Earth’s
terminator (i.e. the locus of points where the sunrays are tangent). Another
numerical approximation of the same shadow function has been proposed later
on in Lála and Sehnal (1969). Then, a way of computing shadow entrance and
exit anomalies along the orbit has been proposed in Escobal (1976). It has to
be noted that such approximations were only able to model cylindrical shaped
Earth’s shadows. Hence, these solutions have been improved further in order to
take into account penumbra transitions. For example, umbra and penumbra cone
boundaries have been computed in Escobal (1976). Other detailed studies exist.
For example, penumbra transitions and several physical atmospheric processes
have been numerically studied in Vokrouhlický et al. (1993) to provide a realistic
shadow crossing model. In particular, it was shown that the refraction phenomena
could be taken into account when modelling the penumbra transition curve. Faced
with the complexity of its implementation in our symplectic algorithm, it has
been decided to neglect this effect. Let us mention that an approximate version

sC(~r) =
√

r2 − R2
⊕ +

~r•~r�
r� ≤ 0

switch on/off (numerically ?)
adapted averaging methods

νC =
1
2

(1 + tanh(γ sC(~r))) '
{

0 in cylindrical umbra
1 otherwise

Penumbra/umbra function for the conical case (νp) with 2
parameters
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Figure 3.3 • Top panel: evolution of the function �c for different values of
sc and of the parameter ⇤. Bottom panel: absolute difference between 1 and the
function �c evaluated at sc(Pr) = 10�8 for different values of the parameter ⇤.
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function and it cannot be used directly within our symplectic scheme. Moreover,
any stability study requiring the computation of deviation vectors (see Chap. 5)
could not be used with this method, �M being a piecewise-defined function. Nev-
ertheless, �M is kept back as a comparison criterion for our further developments.

In the following, we present an original way of modelling umbra and penumbra
cones crossings during the numerical integration of space debris orbit. First, sim-
ple geometry lets us introduce � and ⇥ angles representing the difference between
the umbra cylinder and respectively the umbra and penumbra cones (see Fig. 3.1)

� = atan
R⌅ �R⇤
'Pr � Pr⌅'

and ⇥ = atan
R⌅ + R⇤
'Pr � Pr⌅'

with R⌅ the radius of the Sun. Extending relation (3.7), it follows that space
debris are in the umbra cone when

su(Pr) :=
Pr · Pr⌅
r⌅

+ cos�

q
r2 �R2

⇤ cos2 �+ R⇤ sin�

�
 0

and in the penumbra cone when

sp(Pr) :=
Pr · Pr⌅
r⌅

+ cos⇥

q
r2 �R2

⇤ cos2 ⇥ �R⇤ sin⇥

�
 0.

An example of the evolution of functions sc, su and sp depending on time is shown
in Fig. 3.4. Logically, as time goes on, sp is the first quantity to become negative
(we first enter the penumbra cone), followed by sc (we cross the cylindrical umbra)
and finally su. The same functions become positive in the reverse order as we leave
the umbra cone, cross again the cylindrical umbra and then leave the penumbra
cone.

Now, we will show that the function �c can be adapted to include the penumbra
transition. As a matter of fact, the parameter ⇤ will not be constant anymore
but will be chosen so that the new shadow function �p is equal to one in direct
sunlight, starts to decrease in the penumbra cone and is equal to zero in the umbra
cone. The value of 1 � �p when the penumbra cone is crossed has to be fixed to
attain a given precision threshold, denoted ⇣. Hence, we define the constant

⌅ := atanh (1� ⇣). (3.9)

In this chapter, ⌅ is set equal to 8, meaning that the precision threshold ⇣ �
2.25⇤ 10�7.

Then, assuming that the time spent in the penumbra transition, �t, is known,
we can play with the tanh function using simple function manipulations. By
setting ⇤ equal to ⌅/�t

�p(Pr) :=
1

2

⇢
1 + tanh


⌅

�t
sc(Pr)

��
(3.10)
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Figure 3.4 • Evolution of the functions sc, su and sp during a shadow crossing
on a geostationary orbit. The penumbra and umbra cones are crossed respectively
when sp is negative and su is negative. The time spent in the penumbra transition
is noted �t and the difference between su and sp at the entrance of the cylindrical
shadow is denoted by �h.
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Chaos

Use of the usual chaos indicators
MEGNO : Mean Exponential Growth factor of Nearby
Orbits (Cincotta and Simo)
Integrated with NIMASTEP and symplectic integrator
Frequency Map (Laskar)
Important information for the validity of the integrations and
detection of stability areas
Other studies : FLI
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Regularity and Chaoticity

Quantitative consideration: Indicators of chaoticity

In chaotic (irregular) regions of phase space two initially
nearby trajectories separate roughly exponentially with time;
in quasi-periodic (regular) neighboring trajectories separate
roughly linearly with time (Chirikov, 1979)

Consequences:
Computation of rate of separation (divergence)
Sensitive dependence on initial conditions
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Rate of divergence - Variational methods

Definition

γ =
1

t − t0
ln
(

d(t)
d(t0)

)

d is the Euclidian distance between two initially nearby
trajectories.

Chaotic trajectories (irregular):
d grows exponentially (on the average), γ approaches
some positive constant
Quasi-periodic trajectories (regular):
d grows linearly, γ approaches zero as ln(t)/t
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d
dt

x(t) = f (x(t),α), x ∈ R2n

where α is a vector of parameters

δ̇ =
d
dt
δ(φ(t)) = J(φ(t)) δ(φ(t)), with J(t) =

∂f
∂x

((φ(t))),

with δ = x(t)− x0(t) and φ(t) is a solution of the flow.

The Lyapounov Characteristic Number λ (LCN)

λ = lim
t→∞

λ1(t), with λ1(t) =
1
t

ln
‖δ(φ(t))‖
‖δ(φ(t0))‖
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The MEGNO indicator - Integral formulation

λ =
1
t

∫ t

0

δ̇(φ(s))

δ(φ(s))
ds

where δ = ‖δ‖, δ̇ = δ̇ · δ/δ.

MEGNO
The Mean Exponential Growth factor of Nearby time-weighted
version of the integral form of the LCN. More precisely, Cincotta
et al. introduced and defined the MEGNO indicator:

Y (φ(t)) =
2
t

∫ t

0

δ̇(φ(s))

δ(φ(s))
s ds, Y (φ(t)) =

1
t

∫ t

0
Y (φ(s)) ds
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The MEGNO indicator - properties

Chaotic (irregular)
Y (t) ' λ/2 t
Quasi-periodic (regular)
Y (t) → 2
Stable, isochronous
periodic orbits Y (t) → 0

Breiter et al 2001
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Chaos maps

MEGNO : GEO - 30 years - A/M = 1,5,10,20 m2/kg

tude of the short-period variations, and, as a consequence,
is also directly related to the area-to-mass ratio.

More rigorously, the difference between osculating and
mean initial conditions is a well-defined transformation,
depending on the generating function used within the aver-
aging process allowing to change from mean to osculating
dynamics. For further details concerning this explicit trans-

formation, we refer to the Lie algorithm discussed in
Deprit (1969) and Henrard (1970). However, because we
bound our analysis mainly to numerical simulations, we
cannot access such generating function; we can neverthe-
less overcome this problem by numerically computing,
for each semi-major axis osculating initial condition, the
related mean initial semi-major axis, by considering the
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Fig. 6. The MEGNO computed as a function of initial mean longitude k0 and initial (osculating) semi-major axis a0. The equations of motion include the
central body attraction, the second degree and order harmonics J 2;C22 and S22, the luni-solar interaction as well as the perturbing effects of the solar
radiation pressure. The mean longitude grid is 1! and the semi-major axis grid is 1 km, spanning the 42,164 ± 35 km range. The initial conditions are
e0 ¼ 0:002; i0 ¼ 0:004 rad and X0 ¼ x0 ¼ 0 rad. The integration time is 30 years from epoch fixed at 25 January 1991. The patterns have been obtained
using four different area-to-mass ratios, A=m ¼ 1; 5; 10; 20 m2=kg, represented, respectively, in the top left, top right, bottom left and bottom right panel.

Fig. 7. Cartoon to illustrate the difference between mean and osculating initial conditions with respect to the semi-major axis (s.m.a.) evolution. For the
sake of simplicity, the mean semi-major axis does not present any long-term variation, whereas the osculating semi-major axis presents daily oscillations
related to direct solar radiation pressure (the implicit underlying model is radiation pressure only). It is clear that even if the osculating initial conditions
aosc1 and aosc2 are identical, the corresponding mean initial conditions amean1 and amean2 can be significantly different, due to different initial mean longitudes (or
similarly different initial resonant angle values).

S. Valk et al. / Advances in Space Research 43 (2009) 1509–1526 1519
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Frequency Map

Variation of the frequencies - second derivatives

Principle

A web of secondary resonances 385

to 1/T 4 for the FAM, using the Hanning window (Laskar 1995), while for an ordinary FFT
method, this accuracy is only proportional to 1/T .

The main purpose of the FAM is to determine the approximation f ′(t) of a signal f (t),
where both are developed in Fourier series:

f ′(t) =
N∑

k=1

p′
keıν′

k t approximation of the initial signal f (t) =
∞∑

k=1

pkeıνk t .

The frequencies ν′
k for k = 1, . . . , N and their associated decreasing amplitudes p′

k for
k = 1, . . . , N are determined through an iterative scheme.

Let us introduce the usual following notations: a for the semi-major axis, e for the eccen-
tricity and i for the inclination of the small object as well as λ for its mean longitude and
ϖ for the longitude of its pericenter; ω designates the argument of the pericenter and % the
longitude of the ascending node. The angle θ represents the rotation of the Earth, considered
as uniform.

Our study concerns the geostationary resonance area in which we study the variation of
the main frequency of the signal (a cos σ, a sin σ ) where σ = λ− θ is the mean longitude of
a body in an Earth-rotating frame.

To calculate the variations of the main frequency (let us call it ν) of the signal, we use its
numerical second derivative, δδν, given by the formula (Laskar 1993):

δδν(a, σ ) = |ν(a, σ ) − 2ν(a − )a, σ ) + ν(a − 2)a, σ )|
+ |ν(a, σ ) − 2ν(a, σ − )σ ) + ν(a, σ − 2)σ )|. (1)

The variations )a = 350 m and )σ = 1◦ represent the increments of a and σ on the grid.
For this study, we insert the main forces that contribute to the dynamics of GEO space

debris. The numerical model combines the second-order gravitational potential of the Earth,
including J2, C22 and S22, and the solar radiation pressure, with the Earth orbiting on an
eccentric and inclined orbit around the Sun. The debris are supposed to be very close to the
geostationary orbit and are characterized by initial conditions e = 0.002 and i = 0.22◦. The
area-to-mass ratio is equal to 10 m2/kg. The results are presented in Fig. 1 in the phase space
(resonant angle σ , mean semi-major axis ā (the mean value of a corresponds to an averag-
ing over one daily revolution). For each of 615 600 points of this phase space, we perform
a numerical integration (with an Adams-Bashforth-Moulton 10th order predictor-corrector
integrator) of the model over 400 years (starting at the 25th of January 1991), on which
we apply the FAM. The color code indicates the value of the second derivative of the main
frequency of the signal.

We can clearly identify the double pendulum-like motion, with inside and outside, some
special islands of stability, thin but well marked, which should be the traces of sub-resonances.

A second diagram, given in Fig. 2 reproduces a simplified problem: we neglect the J2
effect, and consider the Earth on a circular and planar orbit. We can remark that the features
related to the main resonance (equilibria, shape, size of chaotic layers) and the web of sub-
structures visible in the first figure are still present in the second one, which we shall take as
reference from now.

3 The model

We introduce µ = G M with G the gravitational constant and M the Earth’s mass, L = √
µa

the momentum conjugated to the unique degree of freedom angle λ.

123

Anne LEMAITRE Space debris



Frequency map
386 A. Lemaître et al.

Fig. 1 The model includes J2, C22 and S22, the solar radiation pressure (A/m = 10 m2/kg) and an eccentric
and inclined orbit for the Earth. The initial conditions are e = 0.002, i = 0.22◦, ω = 0◦ and " = 0◦. On the
right panel: the second derivative of the main frequency of the resonant angle. On the left panel: the period of
the resonant angle as a function of the semi-major axis near the stable point

Fig. 2 The model includes C22 and S22, the solar radiation pressure (A/m = 10 m2/kg) and a circular and
planar orbit for the Earth. The initial conditions are e = 0.002, i = 0.22◦, ω = 0◦ and " = 0◦. On the right
panel: the second derivative of the main frequency of the resonant angle. On the left panel: the period of the
resonant angle as a function of the semi-major axis near the stable point

We write the corresponding Hamiltonian, averaged over the short periodic terms and trun-
cated, by only keeping the first linear combinations 2λ − 2θ describing the space debris
dynamics on a geostationary orbit:

H = − µ2

2L2 − θ̇L + µ

a3 R2
e (F200(i) G200(e) S2200 + F221(i) G212(e) S2212)

in which θ̇ is the angular velocity of the Earth (2π per day), the functions F and G are taken
from the potential development of Kaula (1966) and Re is the mean equatorial Earth’s radius.

123

A/m
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Further analysis stability

Primary and secondary resonance analysis : stability zones

A/m
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Fig. 1 The model includes J2, C22 and S22, the solar radiation pressure (A/m = 10 m2/kg) and an eccentric
and inclined orbit for the Earth. The initial conditions are e = 0.002, i = 0.22◦, ω = 0◦ and " = 0◦. On the
right panel: the second derivative of the main frequency of the resonant angle. On the left panel: the period of
the resonant angle as a function of the semi-major axis near the stable point

Fig. 2 The model includes C22 and S22, the solar radiation pressure (A/m = 10 m2/kg) and a circular and
planar orbit for the Earth. The initial conditions are e = 0.002, i = 0.22◦, ω = 0◦ and " = 0◦. On the right
panel: the second derivative of the main frequency of the resonant angle. On the left panel: the period of the
resonant angle as a function of the semi-major axis near the stable point

We write the corresponding Hamiltonian, averaged over the short periodic terms and trun-
cated, by only keeping the first linear combinations 2λ − 2θ describing the space debris
dynamics on a geostationary orbit:

H = − µ2

2L2 − θ̇L + µ

a3 R2
e (F200(i) G200(e) S2200 + F221(i) G212(e) S2212)

in which θ̇ is the angular velocity of the Earth (2π per day), the functions F and G are taken
from the potential development of Kaula (1966) and Re is the mean equatorial Earth’s radius.

123

A/m

Truncation

A web of secondary resonances 387

F200(i) = 3
4

(1 + cos i)2

F221(i) = 3
2

sin2 i.

Having noticed by several tests that the role of a small inclination was not essential to
understand the dynamics, we consider that i = 0 and we simplify the development by choos-
ing F200(i) = 3 and F221(i) = 0. Consequently, only the first function G200 is kept in the
development and truncated.

G200(e) ≃ 1 − 5
2

e2.

For the angles, we have the following definitions:

S2200 = C22 cosψ2200 + S22 sinψ2200

ψ2200 = 2λ − 2θ,

with C22 and S22 the tesseral coefficients of the gravitational potential.
We introduce the 1:1 resonant angle of the geostationary orbit, expressed here as the

difference between the mean longitude of the object and the rotation of the Earth.

σ = λ − θ .

We rewrite S2200, with C22 = J22 cos σ0 and S22 = J22 sin σ0:

S2200 = C22 cos 2σ + S22 sin 2σ = J22 cos 2(σ − σ0).

The variable σ is conjugated to L = √
µa and the Hamiltonian is now reduced to a

pendulum-like model:

H = − µ2

2L2 − θ̇L + 3µ4

L6 R2
e J22 cos 2(σ − σ0) − 15µ4

2L6 R2
e e2 J22 cos 2(σ − σ0).

We introduce through e2 the second frequency, caused by the solar radiation pressure;
indeed, Valk et al. (2008) showed that, in presence of very large values of A/m, the motion
of the eccentricity can be given by a simple expression, connecting the pericenter motion to
the longitude of the Sun λS (associated to the corresponding frequency nS = 2π per year).
We shall consider the Sun on a circular orbit.

The complete expressions are given below, for initial conditions given by α0 and β0:

e cosϖ = Z cos ζ
LnS

cos λS + α0

e sinϖ = Z
LnS

sin λS − β0

The solar radiation pressure parameter Z is given by (see Valk et al. 2008 for details):

Z = 3
2

Cr Pr
A
m

a.

ζ is the Earth’s obliquity; Cr is the additional reflectivity coefficient which depends on
the optical properties of the space debris surface and Pr is the radiation pressure for an
object located at a distance of 1 AU. They are fixed to the following values: Cr = 1 and
Pr = 4.05 × 10−6 N/m2.

123

Z = κ = 3
2 Cr Pr

A
m

a√
L

x1 = −κ sinλ� + Cx = −κ (sinλ� − Dx )
y1 = κ cosλ� cos ε+ Cy = κ (cosλ� cos ε+ Dy ).
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The square of the eccentricity is then written:

e2 = (e cosϖ )2 + (e sinϖ )2

= Z2

2L2n2
S
(1 + cos2 ζ ) + α2

0 + β2
0 + 2Z

LnS
(α0 cos ζ cos λS − β0 sin λS)

+ Z2

2L2n2
S
(cos2 ζ − 1) cos 2λS.

Let us introduce γ and δ by α0 cos ζ = γ cos δ and β0 = γ sin δ and e2 becomes:

e2 = Z2

2L2n2
S
(1 + cos2 ζ ) + γ 2 + 2Z

LnS
γ cos (λS + δ) + Z2

2L2n2
S
(cos2 ζ − 1) cos 2λS.

(2)

A last simplification is to choose the obliquity equal to 0; by comparing Figs. 1 and 2: as
a consequence the term in cos 2λS disappears.

e2 = Z2

L2n2
S

+ γ 2 + 2Z
LnS

γ cos (λS + δ)

and the final (with all these successive approximations) Hamiltonian K is:

K (L , σ ) = − µ2

2L2 − θ̇L + cos (2σ − 2σ0)

[
F
L6 − 2G

L6 cos (λS + δ)

]
, (3)

with

F = 3µ4 R2
e J22 − 15µ4

2
R2

e J22

(
Z2

L2n2
S

+ γ 2

)

G = 15µ4

2
R2

e J22
Z

LnS
γ

in which we can rewrite:

2 cos (2σ − 2σ0) cos (λS + δ) = cos (2σ + λS − 2σ0 + δ) + cos (2σ − λS − 2σ0 − δ).

We replace a by ageo (and consequently L by Lgeo) in F and G, which can now be con-
sidered constant. Let us remark that F and G are always positive for the values considered
in this analysis.

For the numerical integrations shown in Figs. 1 and 2, the initial conditions correspond to
δ = 0.8934, λ̇S = nS = − 2π

year .

4 The pendulum-like model

The non perturbed problem (Z = 0) is very similar to a pendulum:

K (L , σ ) = − µ2

2L2 − θ̇L + F
L6 cos (2σ − 2σ0) (4)

123

A/m
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Fig. 7 Circulation case: The
variation of r obtained by the
formula (23) (line) compared
with a numerical integration of
the pendulum differential
equations (dots) for
ρ = 5.4 × 10−4; the period of r
is about 1.1 years and
consequently that of σ of about
2.2 years

8 The secondary resonances

Let us come back to our initial problem (3), in which we introduce the same changes as in
the pendulum part:

K = −β

(
R2

2
− b cos r

)
− 2

G

L6
0

cos r cos (λS + δ)

= −β

(
R2

2
− b cos r + 2 G ′ cos r cos η

)
with G ′ = − G

βL6
0

(24)

h = K
−β

= R2

2
− b cos r + G ′ cos (r + η) + G ′ cos (r − η),

where η = λS + δ.

8.1 The circulation case

We have reduced the first part of h in action-angle variables:

R2

2
− b cos r = ρ2

2
− b where ρ = ρ(J ) by Eq. 18.

We introduce r = ψ +2 q sinψ given by Eq. 23 and the perturbed Hamiltonian becomes:

h = ρ2

2
− b + G ′ cos (ψ + η + 2 q sinψ) + G ′ cos (ψ − η + 2 q sinψ)

= ρ2

2
− b + G ′ cos (2 q sinψ) (2 cosψ cos η) − G ′ sin (2 q sinψ) (2 sinψ cos η)

123

A/m
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Fig. 6 Circulation case: The
periods of σ − σ0 = r

2 calculated
in years, as functions of the
distance (in kilometers) from the
separatrix, calculated for r = 0
and R = ρ, obtained analytically
(line) by Eq. 20 and by a
numerical integration of the
pendulum differential equations
(dots)

visible in the circulation zone in Fig. 2. The period of 1 year corresponds to distances about
80 km (measured at r = 0) above the separatrix, the 2 years is situated about 45–50 km and
the period of 3 years is close to 35–40 kms, as expected.

The last calculation concerns the link between the angle r of the pendulum and the action
ψ calculated along a level curve hρ . We choose ψ = 0 when r = 0.

As always we define:

ψ =
∫ t

0
ψ̇ dt = ψ̇

∫ r

0

1
R

dr

where we replace R by its expression (17):

ψ = π

K(k)
F

( r
2
, k

)
. (21)

We express r as a function of ψ by the expression (12):

r = 2 am
(
ψ

K(k)

π

)
. (22)

and, after truncation, we obtain:

r = ψ + 2 q sinψ

with q = 2 e− πK(k′)
K(k) , k′ =

√
1 − k2 and k = 2

√
b

ρ
. (23)

The link between r and ψ is illustrated in Fig. 7.
If ρ increases (i.e. the distance to the separatrix increases), 2q decreases, the angle r is

then very close to ψ , the orbit becoming almost a straight line. Figure 6 shows the quality of
the approximation with respect to our reference Fig. 2; for example, an orbit characterized
by a distance ρ about 47 km corresponds to a period of σ (twice the period of r ) of about
2 years.
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Secondary resonances

Libration casesA web of secondary resonances 393

Fig. 4 Libration case: The
period T (in years) calculated by
a numerical integration of the
pendulum differential equations
(dots) and through the analytical
expressions (lines), as functions
of ϵ in the libration zone; ϵ is an
angle measured from the
separatrix

For example, as shown in the Fig. 4, a period of 3 years can be found for ϵ ≃ 0.9.
By a similar and long calculation, we can obtain ψ as a function of r :

ψ =
∫ t

0
ψ̇ dt = ψ̇

∫ r

0

1
R

dr = ψ̇√
b

F
(

arcsin
sin r

2

cos ϵ
2
, cos

ϵ

2

)
(11)

where F(x, k) is the incomplete elliptic integral defined as:

F(x, k) =
∫ x

0

dξ√
1 − k2 sin ξ

with x = am(F(x, k)) (12)

where am(.) designates the amplitude of the elliptic integral, or its reciprocal function. Let
us rewrite Eq. 11 in a more suitable way:

arcsin
sin r

2

cos ϵ
2

= am

(
ψ

√
b

ψ̇

)
.

Using the series expansion of the function am(u) given by Gradsteyn and Ryzhik (1965)
with respect to the parameter q:

am(u) = πu
2K(k)

+ 2
+∞∑

n=0

1
n

qn

1 + q2n sin
nπu
K(k)

(13)

where

q = e− πK(k′)
K(k) and k′ =

√
1 − k2. (14)

and after truncation (q is about 0.15 in the interesting region of the libration with ϵ ≃ 0.9),
we obtain the final relationship between r and ψ :

sin
r
2

≃ cos
ϵ

2
sin (ψ + 2q sin 2ψ). (15)

We show in Fig. 5 the comparison between this value and a direct numerical integration
of the pendulum differential equations, for ϵ = 0.9.

With the action-angle variables introduced here, the unperturbed pendulum Hamiltonian
in the libration region is given by:

hϵ = b cos ϵ(J ) (16)
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Three values of Φ : 60.26◦, 180.26◦,and 300.26◦, , measured
from the vertical positive axis on which Φ = 0◦ = r . .
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Initial map

A/m

� ⇧ = 3��(�s+�)

⇧ = ⇡/3, 4⇡/3 2⇡

 = � � ⌅+⌥S0

3
�

51.19⌃

�S0 = 128.01⌃

60.26⌃ 180.26 300.26⌃
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Long term evolution

Libration cases400 A. Lemaître et al.

Fig. 8 Evolution of the resonant
angle 2(l − θ) + λs . The used
model is the numerical model of
Fig. 2, involving a long
supplementary period of
150 years. The initial conditions
are the same of the Fig. 2 with
M = 199.8◦
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and let us introduce the libration action-angle variables in Eq. 8:

hϵ = b cos ϵ(J ) + 2 G ′ (1 − k2) cos η + 2 G ′ k2 cos η cos (2ψ + 4q sin 2ψ),

where ϵ(J ) is implicitly given by Eq. 9 and where we use Eq. 15 to write:

cos r = 1 − 2 sin2 r
2

= 1 − k2 + k2 cos (2ψ + 4 q sin 2ψ) with k = cos
ϵ

2

and where q is defined by Eq. 14. Using the Bessel function expansion (25), we obtain, after
truncation at J2:

hϵ = b cos ϵ(J ) + 2 G ′ (1 − k2) cos η + 2 G ′ k2 cos η cos (2ψ + 4q sin 2ψ)

≃ b cos ϵ(J ) + 2 G ′ (1 − k2) cos η + G ′ k2 J0(4q) [cos(2ψ + η) + cos(2ψ − η)]

− G ′ k2 J1(4q) [cos (ψ + η) − cos (3ψ + η) + cos (ψ − η) − cos (3ψ − η)] .

We replace J0(4q) ≃ 1 and J1(4q) ≃ 2q . Let us remind that the angle η has a (negative)
period of 1 year and that, in the libration region, the angle ψ has a period of minimum
2.24 years, at the stable equilibrium. It means that the combinations ψ ± η and 2ψ ± η are
never resonant.

8.4 The 3-year secondary resonance in the libration region

The first resonance is characterized by a period of 3 years for ψ and is given by the angle
3ψ − η. The following resonances (4 or 5 years) are very close to the separatrix with a very
small amplitude, and do not appear clearly on the reference Fig. 2. They overlap to each other
to create the chaotic layer around the separatrix.

If we take only into account the terms corresponding to this 3:1 resonance, we obtain the
following Hamiltonian:

h3 = b cos ϵ(J ) − 2G ′ k2 q cos (3ψ + η) + nS &,

in which & is the momentum conjugated to η.
Let us introduce 3' = 3ψ − η, ' being always conjugated to J , and a new momentum

( = & + J
3 conjugated to η:

h3 = b cos ϵ(J ) − nS

3
J − 2G ′ k2 q cos 3'

where the term nS ( has been dropped.
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Regular case : without shadow

116| Long term dynamics of space debris orbits

Figure 5.12 • Stability analysis of the two-dimensional plane (⇣res, a) repre-
sented using MEGNO values at 30 yr without Earth’s shadows. A set of 160⇤160
uniformly distributed initial conditions has been integrated with S4 with time steps
equal to 0.05 day/2�. Other initial conditions are fixed to e = 0.002, i = 0.004
rad and ⌅ =  = 0 rad. The value of the initial sidereal time � is determined by
the initial time epoch at 25 January 1991. The model includes the central body
attraction, the geopotential up to degree and order 2, luni-solar perturbations and
SRP with the AMR equal to 5 m2/kg. Same representation as in Valk et al. (2009)

Anne LEMAITRE Space debris



Regular case : different times
Chapter 5 • Stability study |117

Figure 5.13 • Stability analysis of the two-dimensional plane (⇣res, a) repre-
sented using real (top) and cut off (bottom) MEGNO values at 300 yr without
Earth’s shadows. A set of 160 ⇤ 160 uniformly distributed initial conditions has
been integrated with S4 with time steps equal to 0.05 day/2�. Other initial condi-
tions are fixed to e = 0.002, i = 0.004 rad and ⌅ =  = 0 rad. The value of the
initial sidereal time � is determined by the initial time epoch at 25 January 1991.
The model includes the central body attraction, the geopotential up to degree and
order 2, luni-solar perturbations and SRP with the AMR equal to 5 m2/kg.
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With and without chaos
120| Long term dynamics of space debris orbits

Figure 5.15 • Stability analysis of the two-dimensional plane (⇣res, a) repre-
sented using MEGNO values at 30 yr (GSI) with Earth’s shadows. Other initial
conditions and integrator are chosen as in Fig. 5.12 with time steps equal to 0.01
day/2�. The model includes the central body attraction, the geopotential up to
degree and order 2, luni-solar perturbations and SRP with the AMR equal to 5
m2/kg with cylindrical (top) and conical (bottom) Earth’s shadows.
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Other chaos indicators and research

FLI : Fast Lyapounov Indicator (Froeschlé, Lega, Guzzo,
etc)
intensively used by Celletti and collaborators

We report in Fig. 2 the FLI plots for the 1:2 resonance, under the
effects of the geopotential and SRP for different values of A m/ .
Increasing the area-to-mass ratio, one gets a web of resonances which
give rise to a large chaotic region covering an area of several hundreds
kilometers. Extensive studies related to the dynamics of high area-to-
mass ratio geosynchronous space debris may be found in various papers
(see [50,71–74] and references therein). We mention that the long–
term evolution of space debris under various effects, including the solar
radiation pressure, was investigated in [9].

7.3. Lunisolar secular resonances

By shaping the long–term dynamics of satellites and space debris,
lunisolar secular resonances play an essential role in designing the end-

of-life disposal strategies. An extensive literature is devoted to the study
of various disposal scenarios for the GNSS constellations, by evaluating
the effects induced by the secular resonances (see [1,18,21,61,65,66]
and references therein). It is beyond the scope of this paper to recall
these strategies, but rather we focus on some dynamical features of the
secular resonances. More precisely, we discuss some aspects concerning
the eccentricity growth, the overlapping of secular resonances, and the
bifurcation of equilibria, by highlighting their effects on the long–term
complex evolution of the medium Earth orbits.

Usually, in studying end-of-life disposal strategies, one investigates
the eccentricity growth of the orbits located at several hundreds
kilometers from the nominal constellation, as a function of the initial
phase angles Ω and ω, and over a given interval of time of about 200
years (see [1,59,61,66]). The left panel of Fig. 3 is an eccentricity

Fig. 2. FLI for the 1:2 resonance, under the effects of the geopotential and SRP, for i(0) = 0°, e(0) = 0.25, ω(0) = 0°, Ω(0) = 0°: A m/ = 0 [m /kg]2 (top left); A m m/ = 1 [ /kg]2 (top right);
A m/ = 5 [m /kg]2 (bottom left); A m m/ = 20 [ /kg]2 (bottom right). σ12 is the resonant angle (compare with [12]) and a is the semimajor axis. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Fig. 3. The effect of the resonance ω Ω2 ˙ + ˙ = 0. Left panel: the maximum eccentricity reached in 200 years (color bar), as a function of the initial longitude of the ascending node Ω and
the argument of perigee ω. The semimajor axis is a = 26 520 km and the initial conditions are e(0) = 0.05122 and i(0) = 56° at the initial Epoch J2000 (January 1, 2000, 12:00 GMT). The
green–black circles represent the orbits analyzed in Fig. 4. Middle panel: same conditions as for the left panel, but ΩM is considered constant. Right panel: bifurcation of equilibria, as
shown by the one–degree–of–freedom toy model obtained from the Hamiltonian (4.13), after passing through a canonical transformation to the resonant variables, averaging the resulting
Hamiltonian over the non–resonant angle and taking ΩM constant (see [14]). The phase space portrait is obtained for the same value a = 26 520 km of the semimajor axis as for the left
and middle panels. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

A. Celletti et al. International Journal of Non-Linear Mechanics 90 (2017) 147–163
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-200 -150 -100 -50  0  50  100  150
λ

 42120

 42140

 42160

 42180

 42200

 42220
a

 3

 3.5

 4

 4.5

 5

 5.5

 6

 6.5

 7

 7.5

-200 -150 -100 -50  0  50  100  150
λ

 42120

 42140

 42160

 42180

 42200

 42220

a

 3

 3.5

 4

 4.5

 5

 5.5

 6

 6.5

 7

 7.5

-200 -150 -100 -50  0  50  100  150
λ

 42120

 42140

 42160

 42180

 42200

 42220

a

 3

 3.5

 4

 4.5

 5

 5.5

 6

 6.5

 7

 7.5

 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5
e

 42120

 42140

 42160

 42180

 42200

 42220

a

 3

 3.5

 4

 4.5

 5

 5.5

 6

 6.5

 7

 7.5

Figure 3. FLI (using Hamilton’s equations) for the GEO 1:1 resonance
for e = 0.005, i = 0o, ω = 0o, Ω = 0o under the effects of the J2 and J22

terms (top left); all harmonics up to degree and order n = m = 3 (top
right); all harmonics up to n = m = 4 (bottom left). The bottom right
panel yields the FLI for i = 0o, λ = 75.07o in the (e, a) plane under the
effects of all harmonics up to n = m = 4.

libration zones lose their symmetry. These complex orbits are not a consequence of the

resonance splitting, as in the case of the 2:1 resonance (see Section 5.4), but they are

rather due to the interaction between T1 and T3. Since the argument of T1 is 2(λ−λ22),

while the argument of T3 is λ−λ31, we get an intricate dynamical behavior clearly depicted

in Figure 3, upper right panel. The fourth degree harmonic terms play a negligible role

(compare with Figure 3, bottom left). The pattern shown on the first half of each plot

of Figure 3, that is for λ ∈ [−220o, −20o], could be viewed as a mirror reflection of the

one appearing in the other half. Since all figures obtained for the 1 : 1 resonance have

this feature, in the following we plot the FLI values just for λ in the interval [−20o, 170o].

Increasing the eccentricity we have a decrease of the amplitude of the librational region

around the 1:1 resonance (Figure 3, bottom right panel). This effect is common to all

cases shown in the present subsection.

Figure 4 shows the FLI values in the spatial case (i = 30o or i = 60o) as a function

of λ and a, or in the (e, a) plane. All these figures confirm that T1 is dominant. As a

consequence, the stable point is located at about λ = 75o and since T1 is proportional to
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Figure 4. FLI (using Hamilton’s equations) for the GEO 1:1 resonance,
under the effects of all harmonics up to degree and order n = m = 4, for
e = 0.005, ω = 0, Ω = 0 and i = 30o in the upper left panel, i = 60o in the
bottom left panel. The right panels provide FLI for λ = 75.07o, i = 30o

(top right) and i = 60o (bottom right) in the (a, e) plane.
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Figure 5. FLI (using Cartesian equations) for the GEO 1:1 resonance
for e = 0.005, i = 30o, ω = 0, Ω = 0, under all harmonics up to degree
and order three (left panel), all harmonics up to degree and order three +
Moon + Sun+ SRP with A/m = 0.1 (right panel).

(1+cos i)2(1− 5
2
e2), as already remarked the amplitude of the resonance slightly decreases

when the inclination and/or the eccentricity increase.

It is worth mentioning that although T3 is dominant for inclinations close to i = 60o

and large eccentricities, the dynamics is still leaded by the terms of order J22. For such
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where we approximate Rsec
earth by

R̃sec
earth

∼= µER2
EJ2

a3

(3

4
sin2 i − 1

2

)
(1 − e2)−3/2 ,

that is, we consider just the influence of the J2 harmonic, and where t1, t2, t3 are defined

in (3.13). For simplicity, we consider these terms up to second order in eccentricity,

namely we take

t1 =
µER2

EJ22

a3

{3

4
(1 + cos i)2

(
−e

2

)
cos(σ + ω − 2λ22)

}

t2 =
µER2

EJ22

a3

{3

2
sin2 i

(3

2
e
)

cos(σ − ω − 2λ22)
}

t3 =
µER3

EJ32

a4

{15

8
sin i(1 − 2 cos i − 3 cos2 i)

(
1 + 2e2

)
sin(σ − 2λ32)

}
,

where σ = 2λ with λ as in (3.14).

-200 -100  0  100  200  300
σ

 26545

 26550

 26555

 26560

 26565

 26570

 26575

 26580

 26585

 26590

a

 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 7.5
 8
 8.5

-200 -100  0  100  200  300
σ

 26545

 26550

 26555

 26560

 26565

 26570

 26575

 26580

 26585

 26590

a

 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 7.5
 8
 8.5

-200 -100  0  100  200  300
σ

 26545

 26550

 26555

 26560

 26565

 26570

 26575

 26580

 26585

 26590

a

 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 7.5
 8
 8.5

-200 -100  0  100  200  300
σ

 26545

 26550

 26555

 26560

 26565

 26570

 26575

 26580

 26585

 26590

a

 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 7.5
 8
 8.5

Figure 9. FLI (using Hamilton’s equations) for the MEO 2:1 resonance,
under the effects of all harmonics up to degree and order n = m = 4, for
i = 30o, ω = 0, Ω = 0: e = 0.005 (top left); e = 0.01 (top right); e = 0.1
(bottom left); e = 0.5 (bottom right).

It is worth mentioning that, for small and moderate eccentricities, this simple dynam-

ical model yields the essential features of the dynamics inside the 2:1 resonance. The

other terms of Rsec
earth and Rres2:1

earth have a secondary role.
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Figure 7. FLI for the toy–model (5.1), for e = 0.1, i = 20o, ω = 0, Ω = 0,
under various effects: J2 + t1 (top left); J2 + t2 (top right); J2 + t3 (bottom
left); J2 + t1 + t2 + t3 (bottom right).
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Figure 8. Left: FLI (using Cartesian equations) for the MEO 2:1 reso-
nance for i = 20o, e = 0.1, ω = 0, Ω = 0, under the effects of harmonics
up to degree and order 3, Sun, Moon and solar radiation pressure with
A/m = 0.1. Right: FLI for the toy–model (5.1), for e = 0.1, i = 63.4o,
ω = 0, Ω = 0 under the effects of J2 + t1 + t2 + t3.

For the 2 : 1 resonance a phenomenon of superposition of harmonics takes place. To

explain this phenomenon and to point out its effects, let us consider the following toy

model described by the Hamiltonian

Htoy = − µ2
E

2L2
+ R̃sec

earth + t1 + t2 + t3 , (5.1)
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where we approximate Rsec
earth by

R̃sec
earth

∼= µER2
EJ2

a3

(3

4
sin2 i − 1

2

)
(1 − e2)−3/2 ,

that is, we consider just the influence of the J2 harmonic, and where t1, t2, t3 are defined

in (3.13). For simplicity, we consider these terms up to second order in eccentricity,

namely we take

t1 =
µER2

EJ22

a3

{3

4
(1 + cos i)2

(
−e

2

)
cos(σ + ω − 2λ22)

}

t2 =
µER2

EJ22

a3

{3

2
sin2 i

(3

2
e
)

cos(σ − ω − 2λ22)
}

t3 =
µER3

EJ32

a4

{15

8
sin i(1 − 2 cos i − 3 cos2 i)

(
1 + 2e2

)
sin(σ − 2λ32)

}
,

where σ = 2λ with λ as in (3.14).
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Figure 9. FLI (using Hamilton’s equations) for the MEO 2:1 resonance,
under the effects of all harmonics up to degree and order n = m = 4, for
i = 30o, ω = 0, Ω = 0: e = 0.005 (top left); e = 0.01 (top right); e = 0.1
(bottom left); e = 0.5 (bottom right).

It is worth mentioning that, for small and moderate eccentricities, this simple dynam-

ical model yields the essential features of the dynamics inside the 2:1 resonance. The

other terms of Rsec
earth and Rres2:1

earth have a secondary role.
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which provokes the secular regression of the orbital node and the precession of perigee.

The exact location of the resonance is given by σ̇ ≡ Ṁ − 2θ̇ + ω̇ + 2Ω̇ = 0. In view of

(5.4), one can write d(ω̇+2Ω̇)
di

= 3
2
n∗J2

(
RE

a(1−e2)

)2

(−5 cos i + 2) sin i < 0, for i ∈ (0o, 66.4o).

Therefore ω̇ +2Ω̇ decreases with the inclination within (0o, 66.4o) and, as a consequence,

the equilibrium points are shifted in semimajor axis, as far as the inclination increases.

Figure 10 (middle panels) is obtained for e = 0.1 and shows that the roles played by

t1 and t2 enhance the complexity of the problem. Finally, Figure 10 (bottom panels)

provides the FLI values in the plane (e, a). These plots give an estimate of the width

of the resonance for each value of the eccentricity; we may conclude that for small e the

motion is regular, while for moderate and large e the plots show very complex behaviors.

5.5. Location of the equilibrium points for the 2:1 resonance. As in in Section 5.3

we infer that Ω does not influence the location of the equilibria. In contrast to the 1 : 1

resonance, ω plays an important role for moderate and high eccentricities. For the 2 : 1

resonance there are three leading terms, t1, t2, t3, with comparable magnitude in most

of the phase space. Since their resonant arguments are σ ± ω − 2λ22 and σ − 2λ32, the

location of the equilibria and the pattern of the resonances are strongly affected by ω.
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Figure 11. FLI for the toy–model (5.1), for e = 0.1, i = 20o, ω = −85o,
Ω = 0, under various effects: J2 + t1 (top left); J2 + t2 (top right); J2 + t3
(bottom left); J2 + t1 + t2 + t3 (bottom right).
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Earth and the period of space debris
Not to be confused with spin-orbit resonances (rotation
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Lunisolar resonances : secular resonances between ω and
Ω of space debris and nodes and perigee of the Moon and
the Sun
Breiter, Lunisolar resonances revisited, CM&DA, 2001
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Abstract It has long been suspected that the Global Navigation Satellite Systems exist in a
background of complex resonances and chaotic motion; yet, the precise dynamical character
of these phenomena remains elusive. Recent studies have shown that the occurrence and
nature of the resonances driving these dynamics depend chiefly on the frequencies of nodal
and apsidal precession and the rate of regression of the Moon’s nodes. Woven throughout the
inclination and eccentricity phase space is an exceedingly complicated web-like structure of
lunisolar secular resonances, which become particularly dense near the inclinations of the
navigation satellite orbits. A clear picture of the physical significance of these resonances is of
considerable practical interest for the design of disposal strategies for the four constellations.
Here we present analytical and semi-analytical models that accurately reflect the true nature
of the resonant interactions, and trace the topological organization of the manifolds on which
the chaotic motions take place. We present an atlas of FLI stability maps, showing the extent
of the chaotic regions of the phase space, computed through a hierarchy of more realistic, and
more complicated, models, and compare the chaotic zones in these charts with the analytical
estimation of the width of the chaotic layers from the heuristic Chirikov resonance-overlap
criterion. As the semi-major axis of the satellite is receding, we observe a transition from
stable Nekhoroshev-like structures at three Earth radii, where regular orbits dominate, to a
Chirikov regimewhere resonances overlap at five Earth radii. From a numerical estimation of
the Lyapunov times, we find that many of the inclined, nearly circular orbits of the navigation
satellites are strongly chaotic and that their dynamics are unpredictable on decadal timescales.
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For the Moon : Ψ̇2−2p,m,±s = (2− 2p) ω̇ + m Ω̇± Ω̇M ' 0

and

For the Sun : Ψ̇2−2p,m = (2− 2p) ω̇ + m Ω̇ ' 0
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Fig. 1 The location of
resonance centers of the form
ψ̇2−2p,m,±s = (2 − 2p)ω̇ +
mΩ̇ ± sΩ̇M = 0, where only the
effects of the J2 perturbation on
ω and Ω have been considered
(adapted from Rosengren et al.
2015). These resonances form the
dynamical backbone of the phase
space, organizing and controlling
the long-term orbital motion of
MEO satellites

a satellite’s argument of perigee and longitude of ascending node cased by the J2 harmonic
are such that (Cook 1962)

ω̇ = 3
4
J2n
(
R
a

)2 5 cos2 i − 1
(1 − e2)2

,

Ω̇ = −3
2
J2n
(
R
a

)2 cos i
(1 − e2)2

, (10)

where R is the mean equatorial radius of the Earth and n is the satellite’s mean motion.
As the semi-major axis is constant after averaging, Eqs. (8)–(10) define analytical curves
of lunisolar secular resonances in the inclination and eccentricity phase space (Fig. 1). It
is particularly noteworthy that the solar resonances and the lunar resonance with s = 0,
both occurring at 46.4◦, 56.1◦, 63.4◦, 69.0◦, 73.2◦ and 90◦, are independent of the orbit
eccentricity (Cook 1962; Hughes 1980); these inclination-dependent-only resonances are
intimately related to the critical inclination problem (q.v. Jupp 1988). Each of the critical
inclinations split into amultiplet-like structure of lunar resonance curves corresponding to s ∈
{1, 2}, emanating from unity eccentricity. As the semi-major axis of the satellite is receding
from three to five Earth radii, the resonance curves began to intersect indicating locations of
multiple resonances, where two or more critical arguments have vanishing frequencies. The
complex web of intersecting lines suggests the potential for chaos and large excursions in
the eccentricity, on account of the resonance-overlap criterion.
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Figure 1. Location of the lunisolar resonances in the (I, w) plane. Dashed lines indicate inclination
resonances.

system and thus their time-scale is very slow with respect to the orbital period (ran-
ging from decades or centuries in typical cases to millennia in almost degenerate
situations). There are also two limit cases of the lunisolar resonances: if J2 → 0
we obtain the Kozai resonances problem (Kozai, 1962) whereas for λ̇′ → 0 we
recover a classical frozen orbits case (Coffey et al., 1994).

The double nature of the lunisolar resonances seems to be responsible for the
variety of interesting and unusual phenomena associated with the problem.

4. Single Resonances

Let us consider the case when a lunisolar resonance is not coupled with another
one. In such a single resonance case we can easily (at least for low orbits) transform
variables

(g, h,G,H) ! (ϕ,ψ,$,%), (4)

to obtain a one degree of freedom, ‘redestilled’ resonant Hamiltonian

K = A($,%) + B1($,%) cos ϕ + B2($,%) cos 2ϕ, (5)

where in most of the cases either B1 or B2 is absent. The momentum% is a constant
of motion. Instead of using the critical angle ϕ and its conjugate $, one should
rather adopt some Poincaré type variables like

x =
√

2$ sin ϕ, X =
√

2$ cos ϕ, (6)

to avoid virtual singularities at$ = 0. The study of each single resonance actually
amounts to plotting the level curves of K on the (x,X) plane. Let us group all the
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where R is the mean equatorial radius of the Earth and n is the satellite’s mean motion.
As the semi-major axis is constant after averaging, Eqs. (8)–(10) define analytical curves
of lunisolar secular resonances in the inclination and eccentricity phase space (Fig. 1). It
is particularly noteworthy that the solar resonances and the lunar resonance with s = 0,
both occurring at 46.4◦, 56.1◦, 63.4◦, 69.0◦, 73.2◦ and 90◦, are independent of the orbit
eccentricity (Cook 1962; Hughes 1980); these inclination-dependent-only resonances are
intimately related to the critical inclination problem (q.v. Jupp 1988). Each of the critical
inclinations split into amultiplet-like structure of lunar resonance curves corresponding to s ∈
{1, 2}, emanating from unity eccentricity. As the semi-major axis of the satellite is receding
from three to five Earth radii, the resonance curves began to intersect indicating locations of
multiple resonances, where two or more critical arguments have vanishing frequencies. The
complex web of intersecting lines suggests the potential for chaos and large excursions in
the eccentricity, on account of the resonance-overlap criterion.
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Fig. 2 Lunisolar resonance
centers (solid lines) and widths
(transparent shapes) for
increasing values of the satellite’s
semi-major axis. This plot shows
the regions of overlap between
distinct resonant harmonics

upper limit to the radius of the orbit for which the theory is valid. At geosynchronous altitude,
for instance, the lunisolar perturbations are of the same order as the secular oblateness term
(Ely and Howell 1997), and their inclusion would cause in the resonant topology a perigee
angle dependence. This is beyond the scope of our current analysis.

The Chirikov resonance-overlap criterion forms the extent of our theoretical analysis. This
empirical criterion gives significant qualitative and quantitative predictions about the regions
in action space for which chaotic orbits can be found; yet, it contains several limitations. It
lacks a rigorous theoretical grounding and, as noted by Morbidelli and Guzzo (1996), it is
not well tested on dynamical systems with many degrees of freedom. Chirikov’s geometrical
argument neglects the coupling of the resonances—to say nothing about the deformation of
their separatrices—and the role played by secondary resonances, and, as a result, the criterion
often underestimates the threshold of transition from order to chaos. For a more complete and
detailed analysis of the phase-space stability,wemust turn to numerical explorations.As such,
we use the fast Lyapunov indicator in the following section. As a systematic study of the entire
parameter space represents a formidable task with significant computational requirements,
we chose to focus on a reduced portion of the phase space that is of considerable practical
interest for the navigation satellite constellations (see Fig. 3).

3 Numerical exploration of the phase-space stability

This section contains a numerical survey of the dynamical structures appearing in the MEO
region by presenting an atlas of stability maps. Following a parametric approach, our main
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Fig. 3 Zoomed-in portion of Fig. 2, showing where we concentrate our numerical calculations

goals are (1) to give the geometry and extent of the stable, resonant, and chaotic domains,
and (2) to obtain a global picture of the resonant interactions on the emergence of chaos. In
addition to quantifying the degree of hyperbolicity of generic orbits, we estimate the barriers
of predictability by computing Lyapunov times. Furthermore, we demonstrate numerically
that resonances and chaos are associated with transport in the i–e phase space.

3.1 The numerical detection of the resonance overlapping regime

In the past few decades, numerical investigations have played a wonderfully key role in stud-
ies on the long-term stability of dynamical systems. “The symbiosis between mathematical
results and numerical computations,” writesMorbidelli andGuzzo (1996), “is very promising
for the future developments of applied dynamical system science and, in particular, for Celes-
tial Mechanics.” The fundamental work of Morbidelli, Guzzo, Froeschlé, and others, have
brought to light the existence of specific structures in the phase space when Nekhoroshev’s
theorem is satisfied, which in turn imply this celebrated long-time stability result (Morbidelli
and Giorgilli 1995; Morbidelli and Guzzo 1996; Morbidelli and Froeschlé 1996; Morbidelli
2002). Leaving aside mathematical intricacies, they essentially showed that even if chaos
exists in the phase space (which is not precluded by the Nekhoroshev theorem), there always
exists in a mesh of the resonant web a no-resonant domain, which is filled by many invariant
tori. Conversely, if the system is not in Nekhoroshev form, such no-resonant domains cannot
be defined: resonances overlap and invariant tori become rare (Morbidelli andGiorgilli 1995).

The divergent behavior of trajectories can be easily investigated numerically using the
broad family of Lyapunov and affiliated indicators. The problem of the eventual overlapping
of resonances is thus reduced to the numerical computation of indicators that distinguish
between stable, resonant, and chaotic orbits. For such investigations, we chose from the
chaos toolbox the fast Lyapunov indicator (FLI) (q.v. Froeschlé et al. 1997). Writing the
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Fig. 4 FLI stability maps for dynamical model 1

Table 1 Perturbations added to the central part of the geopotential for the numerical stability analysis

Dynamical
models

Zonal terms Tesseral terms Lunar perturbation Solar perturbation

Model 1 J2 Not considered Up to degree 2 Not considered

Model 2 J2 Not considered Up to degree 2 Up to degree 2

Model 3 J2, J22 , J3, . . . , J5 Not considered Up to degree 4 Up to degree 3

Model 4 J2, J22 , J3, . . . , J5 Up to degree and order 5 Up to degree 2 Up to degree 2

We refer to Appendix 3 for more details

A fundamental conclusion reached via this parametric approach, using a hierarchy of
dynamical models, is that model 2 can be legitimately declared as the basic force model; i.e.,
the simplest physicalmodel that can capture nearly all of the qualitative andquantitate features
(dynamical structures in the maps, degree of hyperbolicity, domains of collision orbits, etc.)
of more complicated and realistic force models. In particular, there are no significant changes
in the FLI maps of Figs. 6 and 7, when compared to that of Fig. 5. Force model 2 differs
from model 1 only by the presence of the solar third-body perturbation, developed at the
quadrupole order. Comparing Figs. 4 and 5, it is clear that solar perturbations play a non-
negligible role on the long-term dynamics. We note, specifically, the manifest widening of
the resonant regions and the increase of chaotic orbits near the inclination-dependent-only
resonances, principally near i = 56.1◦ and 63.4◦ for all eccentricity values. Moreover, the
volume of collision (re-entry) orbits is larger when solar perturbation are taken into account,
as is well illustrated in panels (b), (c), and (d) for highly eccentricity orbits along i = 69◦.
This numerical finding confirms, a posteriori, the analytical refinement given by Eq. 24.
The robustness of the physical model 2 was further tested at a smaller phase-space scale, as
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volume of collision (re-entry) orbits is larger when solar perturbation are taken into account,
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This numerical finding confirms, a posteriori, the analytical refinement given by Eq. 24.
The robustness of the physical model 2 was further tested at a smaller phase-space scale, as
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Fig. 7 FLI stability maps for dynamical model 4

Fig. 8 Zoomed-in portion for a0 = 24, 000 km near the 2ω̇+ Ω̇ inclination-dependent-only resonance under
the various dynamical models. Initial conditions have been propagated from the initial epoch 2 March 1969
until the final date set to 15 November 2598. The precise detection of the stable manifolds allows to predict
the set of re-entry orbits. These maps also further corroborate model 2 as the basic physical model
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Figure 2. Lunisolar resonance centers Cn (solid lines) and widths
W±

n (transparent shapes) for a? = 29, 600km, i.e., Galileo’s nomi-
nal semi-major axis. This plot shows the overlap between the first
resonant harmonics (|ni|  2, i = 1, · · · , 3). Galileo satellites are
located near i = 56�.

semi-major axis of the European navigation constellation, Galileo, as illustrated in
Fig. 2. This important structural and dynamical fact has been obscured for nearly
2 decades, despite the pioneering breakthroughs of T. Ely [5, 6]. The analytical
Chirikov resonance-overlap criterion that we applied was tested with respect to a
detailed numerical FLI analysis of the phase-space, producing a stability atlas, a
collection of FLI maps. The FLI analysis has confirmed the existence of the complex
stochastic regime, whose e↵ects on the dynamics is of primary importance [3].

2.2. Transport in action space. Since the famous example of the aster-
oid Helga in Milani and Nobili’s work [9], physical orbits in the Solar System can
be much more stable than their characteristic Lyapunov times would suggest, a
concept referred to as stable chaos. Thus, understanding the physical manifesta-
tion (the signature) of chaos on the system is preeminent. Rosengren et al. have
recently demonstrated that the transport phenomenon acting in phase-space is inti-
mately related to the resonant skeleton described by the centers Cn [13], confirming
Ely’s original results [6], but on a much shorter timescale. They showed via a dis-
cretization of the dynamics (stroboscopic approaches) that the transport in the
phase-space is mediated by the web-like structures of the secular resonance centers
Cn, allowing nearly circular orbits to become highly elliptic (as already illustrated
by Fig. 1). This idea was further enlivened, taking advantages of the geometry and
topology of the chaotic structures revealed by our FLI analysis. In fact, we showed
that the long-term evolution of chaotic orbits superimposed on the background
dynamical structures obtained via the FLIs tends to evolve in the chaotic sea, ex-
ploring consequently a large phase-space volume. This is contrarily to stable orbits
whose excursion in eccentricity and inclination are much more modest, being con-
fined by KAM curves. Thus, in addition to quantifying the local hyperbolicity, the
FLI maps also reveal how the transport is mediated in the phase-space, revealing
the preferential routes of transport [3].
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and averaged over M and Mb, with b S M= , , the Hamiltonian turns out
to be independent of ωM and ωS. Therefore, one has k = 03 in (4.9) and
(4.10). Moreover, since Ω̇ ≃ 0S , the relations (4.9) and (4.10) associated
to (4.7) and (4.8) can be written in the form:

p ω mΩ m p(2 − 2 ) ˙ + ˙ = 0, , = 0, 1, 2, (4.11)

and

p ω mΩ sΩ m p s(2 − 2 ) ˙ + ˙ + ˙ = 0, , = 0, 1, 2, = − 2, − 1, 0, 1, 2,M

(4.12)

respectively.
Provided the region of interest is outside the libration region of a

j: ℓ tesseral resonance,3 one may reduce the problem to the following
two degrees of freedom non-autonomous Hamiltonian:

= + + ,sec
Earth
sec

Sun
sec

Moon
sec! ! ! ! (4.13)

where Earth
sec! , Sun

sec! and Moon
sec! are defined by the relations (4.3), (4.6),

(4.7) and (4.8). In fact, as it was noted in [14,15,20,30], we may further
reduce the degree of computations by taking a quadrupolar approxima-
tion of the secular part due to the Earth (up to the second power of RE).
In (4.13) we neglected the Keplerian part, since M is an ignorable
variable and, therefore, L is constant.

As pointed out in [35] (see also [15,20,30,65]), some resonances
turn out to be independent on a, e, and they depend only on the
inclination. The general class of resonances depending only on the
inclination is characterized by the relation k ω k Ω˙ + ˙ = 01 2 , k k, ∈1 2 =.
From this class, the most important ones are those for which
k k, ∈ { − 2, − 1, 0, 1, 2}1 2 . In fact, under the quadrupolar approxima-
tion (see (4.7) and (4.8)), the only possible resonances are: (i) the
critical inclination resonance ω̇ = 0 at 63.4° or 116.4°; (ii) the polar
resonance Ω̇ = 0 at 90°; (iii) and the linear combinations: ω Ω˙ + ˙ = 0 at
46.4° or 106.9°, ω Ω− ˙ + ˙ = 0 at 73.2° or 133.6°, ω Ω−2 ˙ + ˙ = 0 at 69.0° or
123.9°, ω Ω2 ˙ + ˙ = 0 at 56.1° or 111.0°.

Since the GNSS constellations are located close to the inclinations
56.1 and 64.3, the most significant resonances from the practical
perspective are the following ones: ω Ω2 ˙ + ˙ = 0 for Galileo, GPS and
BeiDou, and ω̇ = 0 for GLONASS. Current studies (see [1,59,61,66] and
the references therein) investigate some end-of-life disposal strategies
for the GNSS constellations, in order to avoid, in the future, the
problems already faced in the LEO and GEO environments.

The resonances involving k1 and k2 with k| | > 21 or/and k| | > 22
occur at higher degree expansions of the lunar and solar disturbing
functions, their influence being negligible in the MEO region.

Since a cosine argument of Moon" could depend also on ΩM, which
varies periodically, then beside the above mentioned resonances
depending only on inclinations, one also has the commensurability
relations (4.12) that involve the frequency Ω̇M . These resonances
depend also on the eccentricity and semimajor axis. One can reformu-
late the problem by saying that each resonance of the classes (i), (ii) and
(iii) splits into a multiplet of resonances. This splitting phenomenon is
responsible for the existence of a very complex web–like background of
resonances in the phase space, which leads to a chaotic variation of the
orbital elements. An analytical estimate of the location of the resonance
corresponding to each component of the multiplet, as a function of
eccentricity and inclination, can be obtained by using (3.9) (see, for
example, Fig. 2 in [25] or [60]). In [14,16], we have shown the web
structure of resonances in the space of the actions, emphasizing how
resonances overlap for various values of the semimajor axis.

Let us mention that, beside the splitting and overlapping phenom-
ena, the dynamics of the secular resonances shows another interesting
behavior, namely the bifurcation of equilibria, for which we refer to
[14,15] for further details.

4.3. Semi–secular resonances

According to the classification of the harmonic terms of the
expansions (3.6) and (3.7), we define the semi–secular resonances as
follows (compare with [36]).

Definition 5. A solar semi–secular resonance occurs whenever

l p ω mΩ l h j M

l m p h l j

( − 2 ) ˙ + ˙ − ( − 2 + ) ˙ = 0,
∈ , , , = 0, 1, 2, …, , ∈ .

S

+= =

We have a lunar semi–secular resonance whenever

l p ω mΩ l q ω l q r M sΩ

l m p q s l r

( − 2 ) ˙ + ˙ ± [( − 2 ) ˙ + ( − 2 + ) ˙ + ˙ ] = 0,
∈ , , , , = 0, 1, 2, …, , ∈ .

M M M

+= =

By taking a quadrupolar approximation of the expansions (3.6) and
(3.7), namely considering l=2, it follows that the possible resonances
have the form:

αω βΩ γM α β

γ

˙ + ˙ − ˙ = 0, ∈ { ± 2, 0} , ∈ { ± 2, ± 1, 0} ,
∈ ⧹{0}

S

= (4.14)

for the Sun and

αω βΩ α ω β Ω γM α α

β β γ

˙ + ˙ + ˙ + ˙ − ˙ = 0, , ∈ { ± 2, 0},
, ∈ { ± 2, ± 1, 0}, ∈ ⧹{0}

M M M M M M

M =

for the Moon.
In the remainder of this Section, we show that such resonances are

possible for relatively small values of the semimajor axis, typically in
LEO and in regions close to LEO, provided the value of the eccentricity
does not exceed a threshold value. For instance, if e < 0.4, then a semi–
secular resonance can occur only if a < 18 611 km. For smaller values of
the eccentricity, the bounds on the semimajor axis are smaller than
18 611 km. On the contrary, if the eccentricity is large enough, then
semi–secular resonances may occur for every value of the semimajor
axis.

Let us discuss the case of the solar semi–secular resonances, since
the lunar case can be treated in a similar way.

We shall disregard the semi–secular resonances for which γ = ± 1,
since in this case the magnitude of the resonant terms is very small.
Indeed, when l h j− 2 + = ± 1 and l=2, it follows that j| | is an odd
number. Taking into account that the semi–secular resonant terms are
of the order e( )S

j| |# , and eS is small, it follows that such resonances will
have a small influence on the dynamics4.

Therefore, we can take γ| | ≥ 2. Since M day≃ 1°/S , the relations (3.9)
and (4.14) yield

α i β i R a e γ[4.98 (5cos − 1) − 9.97 cos ]( / ) (1 − ) = .E
2 7/2 2 −2

For a given value of the eccentricity, say e=0.4, the upper bound of the
region where semi–secular resonances are possible, is obtained by
taking the maximum value of the function f i α β α i( , , ) = |4.98 (5cos − 1)2

β i−9.97 cos | for i ∈ [0°, 180°], α ∈ { ± 2, 0} and β ∈ { ± 2, ± 1, 0},
namely the value 59.78, which is obtained for i = 0°, α = 2 and
β = − 2, and the minimum value of γ| |, that is γ| | = 2. Hence, we get
at most the bound a = 18 611 km, which occurs when computing the
maximum value of f| | for e=0.4 and γ| | = 2. A simple computation
shows that, varying i in the interval [0°, 180°] and e in the interval
[0, 0.4], it follows that the majority of semi–secular resonances occur
most likely in LEO or nearby LEO.

3 The libration island associated to a tesseral resonance does not exceed 100km in
width (compare with [10,11]).

4 As a comparison, for the secular resonances (4.11) and (4.12), the secular resonant
terms are of the order (1)# in eS and eM, respectively.

A. Celletti et al. International Journal of Non-Linear Mechanics 90 (2017) 147–163
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drag

LEO region : complete dynamics up to reentry
Atmospheric drag or cleaner of space junk
Different models and approaches
Petit and Lemaitre ASR
Included in NIMASTEP
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Density models

JB2008 : Jacchia-Bowman 2008, semi-analytical model,
based on Jacchia-71 - Reference of Committee on Space
Research (COSPAR)
DTM2013 : Drag Temperature Model, semi-analytical
model , including data of the satellites Stella, Starlette,
OGO-6, DE-2, AE-C, AE-E, CHAMP, GRACE and GOCE
for altitudes between 200 and 900 km,
TD88 : empirical model, filled on the observation data,
extended up to 1200 kms
Other versions of Jacchia, MSIS, NRLMSISE00, GRAM,
MET, GOST, TIEGCM
Density functions depend on solar flux, geomatic activity,
local time, length of the day, latitude.
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Comparisons

Comparison of the models with a real orbit
TLE of 2 satellites : Stella and Starlette
NIMASTEP - Adam-Bashforth-Moulton order 10
More than 20 years

CPU time for Stella62 LE FREINAGE ATMOSPHÉRIQUE

TABLE 6.3 – Temps de calcul des orbites de Stella avec différents modèles d’atmosphère.

JB2008 DTM2013 TD88
Time 58’32” 15’19” 6’31”

osculateurs, nous réalisons l’intégration numérique et filtrons les courtes périodes dues au J2 avec les
équations décrites au chapitre 5.

L’évolution du demi-grand axe est représentée en figure 6.5 pour Starlette et en figure 6.6 pour
Stella. Une intégration est effectuée pour chacun des trois modèles de densité atmosphérique présentés
précédemment. Les trois modèles rendent compte de l’évolution caractéristique du demi-grand axe avec
une allure de marche d’escalier que l’on explique par l’augmentation de l’activité solaire avec un maxi-
mum tous les 11 ans, et donc une augmentation de la densité atmosphérique conduisant à une baisse
accrue du demi-grand axe. Sur la figure 6.5, nous voyons que le modèle DTM2013 restitue avec une très
bonne précision le demi-grand axe de Stella, avec un résidu moyen inférieur à 100 m après 20 ans. Les
résidus atteignent 200 m pour JB2008 et 400 m pour TD88. Sans surprise, TD88 est le modèle le moins
précis. Sur la figure 6.5, DTM2013 et JB2008 montrent des résultats comparables. Les résultats de TD88
sont toujours les moins bons comparés au données TLE. Nous remarquons, dans les deux cas, que les
écarts apparaissent lorsque l’activité solaire augmente. La densité atmosphérique est alors sous-estimée.

Les temps de calcul sont reportés au tableau 6.3. Nous pouvons lire que le modèle TD88 est le plus
rapide malgré une moins bonne restitution de la densité atmosphérique. Il devient ainsi intéressant
lorsque nous devons calculer un grand nombre d’orbites en un temps limité. DTM2013 offre lui un
temps de calcul bien meilleur par rapport à JB2008 pour une restitution de la densité atmosphérique
semblable ou meilleure.

FIGURE 6.5 – Evolution du demi-grand axe du satellite Starlette calculé avec les modèles JB2008,
DTM2013, et TD88, et comparé aux pseudo-observations TLE.
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Starlette

62 LE FREINAGE ATMOSPHÉRIQUE

TABLE 6.3 – Temps de calcul des orbites de Stella avec différents modèles d’atmosphère.

JB2008 DTM2013 TD88
Time 58’32” 15’19” 6’31”

osculateurs, nous réalisons l’intégration numérique et filtrons les courtes périodes dues au J2 avec les
équations décrites au chapitre 5.

L’évolution du demi-grand axe est représentée en figure 6.5 pour Starlette et en figure 6.6 pour
Stella. Une intégration est effectuée pour chacun des trois modèles de densité atmosphérique présentés
précédemment. Les trois modèles rendent compte de l’évolution caractéristique du demi-grand axe avec
une allure de marche d’escalier que l’on explique par l’augmentation de l’activité solaire avec un maxi-
mum tous les 11 ans, et donc une augmentation de la densité atmosphérique conduisant à une baisse
accrue du demi-grand axe. Sur la figure 6.5, nous voyons que le modèle DTM2013 restitue avec une très
bonne précision le demi-grand axe de Stella, avec un résidu moyen inférieur à 100 m après 20 ans. Les
résidus atteignent 200 m pour JB2008 et 400 m pour TD88. Sans surprise, TD88 est le modèle le moins
précis. Sur la figure 6.5, DTM2013 et JB2008 montrent des résultats comparables. Les résultats de TD88
sont toujours les moins bons comparés au données TLE. Nous remarquons, dans les deux cas, que les
écarts apparaissent lorsque l’activité solaire augmente. La densité atmosphérique est alors sous-estimée.

Les temps de calcul sont reportés au tableau 6.3. Nous pouvons lire que le modèle TD88 est le plus
rapide malgré une moins bonne restitution de la densité atmosphérique. Il devient ainsi intéressant
lorsque nous devons calculer un grand nombre d’orbites en un temps limité. DTM2013 offre lui un
temps de calcul bien meilleur par rapport à JB2008 pour une restitution de la densité atmosphérique
semblable ou meilleure.

FIGURE 6.5 – Evolution du demi-grand axe du satellite Starlette calculé avec les modèles JB2008,
DTM2013, et TD88, et comparé aux pseudo-observations TLE.
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Stella
6.4. CONCLUSION 63

FIGURE 6.6 – Evolution du demi-grand axe du satellite Stella calculé avec les modèles JB2008, DTM2013,
et TD88, et comparé aux pseudo-observations TLE.

6.4 Conclusion

Nous avons implémenté la force de freinage calculée grâce à trois modèles de densité atmosphérique.
Comme ces modèles utilisent les données du flux solaire et de l’activité géomagnétique, nous avons
du développer un modèle pour calculer une évolution réaliste de ces variables durant les prochaines
décennies afin de permettre un calcul d’orbite dans le futur. Nous avons également montré que les
modèles dans des conditions identiques ne donnent pas les mêmes résultats. Ces travaux ont été publiés
dans Advances in Space Research, [Petit16].

Une comparaison sur un ensemble plus grand de séries de pseudo-observations TLE permettrait
d’identifier le comportement de ces modèles avec une meilleure résolution spatiale et temporelle. De
plus, en développant le modèle de moyennisation analytique nous pourrions mener une comparaison
avec une plus grande précision. Il faut également déterminer le coefficient balistique de l’objet en suppo-
sant qu’il reste constant sur la période considérée. Ce point est abordé au chapitre 8. Il serait également
intéressant d’étudier en détail l’impact des différents ”proxies” évoqués, et notamment déterminer l’im-
pact des fortes activités solaires (par exemple pendant une éruption) sur l’orbite d’un satellite.
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Chinese satellite explosion8.5. CALCUL DES RATIOS A
M

DANS LE CAS DES OBJETS EN ORBITE GÉOSTATIONNAIRE 77

FIGURE 8.4 – Evolution du nuage de débris spatiaux créés par la fragmentation du satellite Fengyun 1C
et catalogués par l’USSTRATCOM à la date du premier juin 2011.

8.5 Calcul des ratios A
M dans le cas des objets en orbite

géostationnaire

L’algorithme de détermination d’orbite par correction différentielle peut aussi être utilisé pour
déterminer le ratio de l’aire sur la masse A

M . L’accélération due à la pression de radiation solaire s’écrit

asrp = CpPr


a�

kr� r�k

�2
A

M

r� r�
kr� r�k

, (8.5.1)

avec Cr le coefficient adimensionel de réflexion, Pr = 4,56·106 N/m2 la pression de radiation par
unité de masse pour un objet situé à une UA, c’est-à-dire la distance Terre-Soleil moyenne, r la posi-
tion géocentrique de l’objet, et r� la position géocentrique du Soleil. Aux chapitres 2 et 4, nous avons
mentionné que, dans la région GEO, l’excentricité et l’inclinaison des objets subissant la pression de ra-
diation solaire varient avec une amplitude qui dépend du ratio A

M [Valk08]. En particulier, la période
de variation de l’excentricité est de l’ordre de l’année tandis que la période de l’inclinaison est de l’ordre
de plusieurs dizaines d’années à plusieurs siècles.

Etant donné la longue durée de vie des objets de la région GEO et du faible coût en temps de calcul
de la propagation, nous pouvons appliquer l’agorithme de détermination d’orbite sur une période de
plusieurs années en utilisant les variables e et i pour ajuster le ratio A

M . Nous réalisons l’opération sur
l’ensemble des objets de la région GEO catalogués comme étant des débris spatiaux. Nous obtenons
ainsi une liste des objets avec les ratios A

M les plus importants que nous résumons au tableau 8.2. Cette
liste peut nous guider pour observer les débris les plus lumineux.
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Collision Cosmos-Iridium
78 CALIBRATION DES COEFFICIENTS BALISTIQUES ET DES RATIOS DE LA SECTION EFFICACE SUR LA MASSE

FIGURE 8.5 – Evolution du nuage de débris spatiaux créés par la fragmentation du satellite Iridium 33
et catalogués par l’USSTRATCOM à la date du premier juin 2011.

ID NORAD A
M

38 697 6,740
33 512 1,300
39 296 0,345
38 704 0,301
33 509 0,288

TABLE 8.2 – Classement des cinq objets aux plus importants ratios A
M calibrés pour les objets catalogués

comme étant des débris proches de l’orbite géostationnaire.

8.6 Conclusion

Nous sommes capables de calculer le coefficient balistique BC ou le ratio de la section efficace sur la
masse A

M d’un objet en orbite à partir des données TLE à condition qu’elles soient suffisamment nom-
breuses et suffisamment denses. Nous avons automatisé cet algorithme pour s’appliquer à l’ensemble
des données TLE des objets catalogués. Cela nous permet de propager avec une plus grande précision
un nuage de débris, ou de calculer les dates de réentrée atmosphérique. Ces résultats produits en colla-
boration avec Florent Deleflie ont été présentés au Stardust Final Conference on Asteroids and Space Debris
du 31 octobre au 4 novembre 2016.
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Yarkovsky-Schachs effect

Classical formulations
Thermal effect : differences of temperature of the satellite
due to the Sun
The Yarkovsky-Schachs effect : long-term semi-major axis
variations only when the orbit crosses Earth shadow
The solar flux arriving at the satellite surface is interrupted,
the satellite surface cools down after entering the shadow,
and heats up again after exiting from it.
The recoil force does not average out one orbit, the
problem becomes therefore position-dependent.
Poster of M. Murawiecka
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Order of magnitude

Figure 1: Order of magnitude of several major Earth satellite perturbations as a function
of semi-major axis of the orbit.

Both types of Yarkovsky e↵ect can also account for the residuals in other
orbital elements (e.g. Farinella et al. (1990), Métris et al. (1997), Lucchesi
et al. (2004)). They were successfully applied to analysis of orbital residu-
als of other geodetic satellites as well (Appleby, 1998). Yet, all this results
were obtained presuming that rotation period of LAGEOS is short in respect
to other two important timescales of the problem: the characteristic time of
thermal inertia and the revolution period. This means that only the seasonal
variant of the e↵ect was considered. Farinella & Vokrouhlický (1996) showed
that when the rotation is slow, the role of diurnal components of the force
increases.

Despite of the results described above, one neeeds to keep in mind that
all these developments aimed to explain small residuals detected in the ob-
servational data on the motion of actual satellites. The Yarkovsky e↵ect
remains minuscule in comparison with other aforementioned forces; in case
of LAGEOS satellites, its magnitude was estimated to be of the order of ap-
prox. 10�12 m/s2. In Fig. 1 we compare the magnitude of several important
forces in Earth neighbourhood. The Yarkovsky-Schach e↵ect is clearly sev-
eral orders of magnitude smaller than leading harmonics influence or main
gravitational perturbers.

3
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Semi-major axis

Figure 2: Comparison of amplitude of semi-major axis variations �a depending on its
initial value with various rotation periods of the debris. The initial values of remaining
elements are: e = 0.01, i = 0.01°, ⌦ = ! = M = 0.0°. Rotation periods: magenta – 20h,
red – 9h, green – 2h, blue – 1000s. The black curve marks the orbits under the influence
of the Sun alone. The simulation time is 400y.

Cp = 870 J/m3K, T0 = 249.5 K. For all the integrations, we used the Runge-
Kutta integrator of order 4 with variable stepsize.

Fig. 2 shows the dependence of induced variations in the semi-major axis
on its initial value. The colors correspond to various rotation periods of space
debris, ranging from 1000 s to 20 h. The integration time is 400 y. The only
perturbations we considered are the Yarkovsky e↵ect and the gravitational
attraction of the Sun, as the two forces cannot be separated within our
implementation. Thus, the increase of the curves with the distance from the
Earth is a result of the joint application of the two forces; we also plot the
�a values for the trajectories a↵ected by Sun attraction only for the sake of
clarification. The rotation period values close to the spin-orbit resonance ones
give the largest e↵ect (as visible on the magenta and red curves, representing
20 h and 9 h of rotation period, respectively), but the exact resonant values
violate model assumptions; the observed plunge to which they correspond
shouldn’t be taken into account. Reducing the rotation rate leads to the
emergence of diurnal components and increase the perturbation. The e↵ect
remains small for lower orbits, resulting in about 500 m of semi-major axis

6
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Rotation periods

Figure 3: Time evolution of the orbits of a space debris a↵ected by Sun gravity (black
curve) or Sun gravity and the Yarkovsky-Schach e↵ect, with various rotation periods
(magenta – 20 h, red – 9 h, green – 6 h, grey – 3 h). The scale of trajectory deviations
remains small. The initial conditions are: a = 42164 km, e = 0.01, i = 0.01°, ⌦ = ! =
M = 0.0°.

variations for the longest rotation periods. The peak of �a = 2.76 km is
reached at a0 = 22700 km for a rotation period of 9 h, due to the longer
passage through the shadow than at a0 = 40000 km (the peak of 20 h period
curve).

Fig. 3 shows the time evolution of a sample orbit close to the geostationary
altitude. The di↵erences between the trajectories stem solely from di↵erent
rotation periods taken for the satellite; they were chosen so that they would
span a wide range of values. Again, we consider the motion under the in-
fluence of the Sun (black curve) and add the Yarkovsky-Schach e↵ect. The
separation from the Sun-perturbed evolution is clearly faster for longer rota-
tion periods; in the case of 20 h (magenta), the trajectory starts to deviate
almost immediately, whereas the 9 h one (red) diverges after around 70 y.

7
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Eccentricity

Figure 6: Variations in eccentricity as a funtion of the initial value of the semi-major axis
with various rotation periods of the debris. All the initial values of the orbital elements
are the same as in Fig. 2. Rotation periods: magenta – 20h, red – 9h, green – 2h, blue –
1000s. The black curve representing Sun-induced variations coincides with the violet one.
The integration time is 200 y.

Figure 7: Analogous to Figures 2 and 6, but for variations in inclination. The curves
corresponding to rotation periods of 1000 s, 2 h and 9 h coincide, whereas that for 20 h
rotation period overlaps with the one representing Sun-induced variations.

10
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Synthetic population

naXys Institute : Namur Complex systems
research group : mobility, traffic : projects since 40 years
from Dijkstra algorithm of shortest paths in a graph to
psychological models about human behaviour
Necessity of data about families, schools, supermarkets,
employed or not, etc
Some data, locally obtained and big protection of private
life
Last ten years : building of a synthetic population of
Belgians, 10 millions of people, organised in families, with
work, schools, habits, completely virtual but as close as
possible to the reality (the available local data)
Expertise in specific statistical methods adapted to this
problem
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Analogy

20 000 TLE corresponding to 10 cm or more objects
Objects of 1 cm ?
To create a synthetic population with virtual objects, with
similar characteristics to the real ones
Objective : simulation of an event (explosion, collision) and
predictions about the debris cloud
Collaboration of two Phd of different teams : A. Petit and
M. Dumont
First results
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Debris synthetic population

Method : Iterative Proportional Fitting (IPF) : iterative
process for weighting data describing a population up to
the convergence to a stable state
Matrix formulation : discretization of the data
(a,e, i , ω,Ω,M,A/M)

First promising results
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Fragmentation of satellite Ekran 2

Initial population and synthetic population

10.3. APPLICATION À LA RÉGION GEO 97

FIGURE 10.3 – Réprésentation de la population simulée (en bleu) et de la population synthétique (en
orange).

FIGURE 10.4 – Evolution de la distance entre deux table de contingence à chaque itération.
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Fragmentation of satellite Ekran 2

Convergence of the method

10.3. APPLICATION À LA RÉGION GEO 97

FIGURE 10.3 – Réprésentation de la population simulée (en bleu) et de la population synthétique (en
orange).

FIGURE 10.4 – Evolution de la distance entre deux table de contingence à chaque itération.
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Fragmentation of satellite Ekran 2

Initial population + diminution ejection velocity (factor 10)98 CRÉATION D’UNE POPULATION SYNTHÉTIQUE DE LA RÉGION GEO

FIGURE 10.5 – Comparaison entre la première simulation avec les incréments de vitesse nominaux et
seconde simulation avec les incréments de vitesse divisé par un facteur 10.

FIGURE 10.6 – Réprésentation de la population simulée (en bleu) et de la population synthétique (en
orange).
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Fragmentation of satellite Ekran 2

Difference between the two populations

98 CRÉATION D’UNE POPULATION SYNTHÉTIQUE DE LA RÉGION GEO

FIGURE 10.5 – Comparaison entre la première simulation avec les incréments de vitesse nominaux et
seconde simulation avec les incréments de vitesse divisé par un facteur 10.

FIGURE 10.6 – Réprésentation de la population simulée (en bleu) et de la population synthétique (en
orange).
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